Supplementary Material
1. Evaluating GLR estimation error 
In the probabilistic model underlying GLR, the loss rate is estimated from a single phyletic pattern for each gene at a time. We evaluated the accuracy of the estimation process using extensive simulations of gene evolution according to the gene-loss dynamics assumed in our model. Specifically, given a certain loss-rate and the phylogenetic tree used in this study, we simulated gene phyletic patterns according to the probabilistic model. The GLR (and PGL) values of such simulated patterns were calculated and compared with the "true" loss rates used in the simulations. 
We enumerated loss rate values ranging from 0 to 0.002 (which is the maximum GLR value obtained in our analysis) and for each loss rate value performed 1000 simulations. As the data analyzed in our study do not include, by definition, genes that were lost in all species, simulations for which the resulting phyletic pattern was all-0 (i.e., lost in all species), were excluded from the analysis. 
We found that the calculated GLR values were highly correlated with the "true" (simulated) loss rates (0.802, p<10-300 by Spearman correlation test). Figure 1a illustrates the average calculated GLR value and standard deviation for various simulated loss rates. Evidently, GLR values estimated based on a single phyletic pattern are still in close agreement with the real loss rates. Furthermore, while the average GLR values deviate from the real loss-rate for high ( values, it should be noted (see Figure 1b) that as ( increases, more and more gene loss evolution experiments result with an all-0 phyletic pattern and, hence, such genes are less likely to be included in our analysis in the first place. Examining the correlation between the simulated loss rate and the calculated PGL values, we find that PGL estimates have a lower correlation with the true loss-rate values (0.659, p<10-300 by Spearman correlation test).
2. Robustness to data errors and incomplete data 

We have further examined how errors in the putative homology cluster data or incomplete phylogenetic informaion affect GLR and PGL estimations. To this end, we have repeated the simulations described in the previous section, but in additional to calculating the GLR and PGL values associated with the original phylogenetic tree and phyletic pattern, we have also calculated the GLR and PGL values that would have been obtained in the presence of data errors or missing data. Specifically, we have examined the expected effect of an error in the homology data of each species (i.e., assuming the gene is present in a species when it is in fact absent, and vice-versa), and the effect of omitting each species from the tree. The GLR/PGL values calculated pursuant to each such data perturbation were compared with the GLR/PGL values calculated on the original data.  

As demonstrated in Figure 2b, GLR is markedly more robust than PGL to errors in the homology cluster data. Even in the presence of a clustering error, the calculated GLR values are still highly correlated with the original GLR values. It is also interesting to note that the GLR (and PGL) estimations are most affected when the error occurs in a species located at the end of a long branch (e.g., C. elegans and S. pombe). Still, the estimation errors afflicted on PGL as a consequence of clustering errors in these species are significantly higher.
In contrast to observed sensitivity to clustering errors, Figure 2a illustrates that omitting a species from the tree altogether, has, in principle, a relatively minor effect on GLR and PGL estimations (though, again, GLR is in general more robust). 
We have also examined the effect of the phylogenetic tree size on the estimation error. Repeating the above simulations using the smaller tree of 7 species presented in Krylov et. al. (2003), we found that while both GLR and PGL estimation errors are higher for the smaller tree (Spearman correlations of 0.782 and 0.626, respectively, p<10-300), the larger decrease in PGL correlation with true loss-rate values indicates that PGL is less robust to small data sizes. 
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	Figure 1: Evaluating GLR estimation errors. (a) The mean and standard deviation of estimated GLR values as a function of the true loss rate. (b) The fraction of all-0 phyletic patterns as a function of the true loss rate.
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	Figure 2: GLR and PGL robustness analysis. (a) The correlation between GLR and PGL estimations before and after species deletion. (b) The correlation between GLR and PGL estimations before and after homology cluster data perturbations for each species.


